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GenAI
today we will be working with generative AI 
the entire stack is open-source and self-hosted  

base models: Stable Diffusion & derivatives 
conditioning models: ControlNet 
interface: AUTOMATIC1111/stable-diffusion-webui 

+ the biggest player that allows custom pipelines and workflows by bringing 
everything together in an easy to use package:



DEFORUM



Setup Time
DIY ♥ 

Configuration steps and resource links can be found here: 

https://gist.github.com/artificial-storytelling

https://gist.github.com/artificial-storytelling


SETUP
Follow the instructions for the respective operating 
system to install the Pinokio browser. 

Make sure to pay attention to warnings in step 
descriptions and videos illustrating what to do.

https://program.pinokio.computer/#/?id=install

https://program.pinokio.computer/#/?id=install


SETUP
First launch: You will have the opportunity to 
change the default directory for the application 
files to be stored in. This can also be changed 
under Settings at a later time.



SETUP
After initialization you can browse community 
made scripts alongside verified ones via the 
Discover page with either button.



SETUP
Use the search bar to filter and find the script for 
stable-diffusion-webui, follow Download and 
Install instructions within the interface.



SETUP
Once the setup steps are completed, the launch 
script will be run as a final step before launching 
the web UI. 

If you get errors here and the web UI does not 
launch, please refer to the workshop-gist at 
https://gist.github.com/artificial-storytelling in 
order to troubleshoot.

https://gist.github.com/artificial-storytelling


SETUP

The default web UI once installed will look like 
this. The base install does not include the Deforum 
project, which can be added as an extension.



SETUP

The list of available extensions can be loaded via 
the Load from: button under the Available tab.



SETUP
Type deforum in the filter bar and then click 
Install at the end of the row to install it as an 
extension. 

Progress will be shown, make sure to wait until it’s 
fully installed and the install row disappears from 
the list.



SETUP

Follow the same steps for sd-webui-controlnet 
and wait for the installation to complete. Make 
sure to select the correct extension.



SETUP
Go back to the Installed sub-tab and click the 
Apply and restart UI button in order to reload the 
UI with the newly installed extensions.



SETUP
The Deforum tab will appear once the web UI is 
successfully reloaded.



SETUP Go to civitai.com 
Download checkpoint:  
https://civitai.com/models/4384?
modelVersionId=128713 

(on civitai.com you can look for  
more base models 
SD 1.5 to use with Deforum)

http://civitai.com
https://civitai.com/models/4384?modelVersionId=128713
https://civitai.com/models/4384?modelVersionId=128713


SETUP
Now we need our Stable Diffusion v1.5 models. 

Back in the main Pinokio browser window: the Files button 
will launch Pinokio's home folder in your file explorer.



SETUP

3) After the model is loaded it will show up 
with it’s id next to it, and now you are ready 
to generate with Deforum!

2) Once the .ckpt files are placed, click the 
refresh button for the models to show up in 
the dropdown list.

1) In your file browser head over to the 
models/Stable-diffusion subfolder and 
place your SD1.5 base model (refer to the 
gist to find out where to find models) 
here.

https://gist.github.com/artificial-storytelling


DEFORUM



DEFORUM



DEFORUMModel Checkpoint: The specific version of the 
Stable Diffusion model used for generating 
images. 

Different models produce different stylistic 
outputs.



DEFORUM
Sampler: The algorithm used for generating images.



DEFORUM
Steps: The number of steps or iterations the 
model takes to generate the image.  

More steps generally result in more detailed 
and accurate images but take longer to 
generate.



DEFORUM
Aspect Ratio: dimensions of the generated 
image or animation frames, measured in 
pixels.  

Height = 512 pixels, Width = 512 pixels: 
Square, typically used for balanced 
compositions  

Height = 768 pixels, Width = 512/384 pixels. 



DEFORUM
Seed: A number that determines the 
randomness of image generation.  
Using the same seed with the same settings 
will generate the same image.



DEFORUM
Animation Mode: Dictates the type of 
animation created. Common modes include: 

•None: Generates a static image. 
•2D: Applies 2D transformations (like zoom 

or rotation) to create animations. 
•3D: Uses 3D transformations, making the 

camera appear to move through a 3D space. 
•Video Input: Uses an external video as a 

reference to drive the animation.



DEFORUM
Cadence controls how frequently the image-
generation model introduces new images or 
interpolates between frames. It can dictate 
whether each frame is a fresh generation or 
whether frames are held for several steps 
before creating a new image. 

Cadence is a key parameter when balancing 
smoothness versus dynamism in your 
animated sequences. It allows you to manage 
the overall "rhythm" of the visual transitions 
based on the style you're aiming for.



DEFORUM



DEFORUM
Max Frames: The maximum 
number of frames that will be 
generated for the animation. 
Each frame is essentially a new 
image, created one after the 
other to form a sequence.



DEFORUM
Max Frames: The maximum 
number of frames that will be 
generated for the animation. 
Each frame is essentially a new 
image, created one after the 
other to form a sequence.

Zoom: Adjusts the canvas size. 
1.0 is static, above 1.0 zooms in, 
decimals zoom out



DEFORUM
Max Frames: The maximum 
number of frames that will be 
generated for the animation. 
Each frame is essentially a new 
image, created one after the 
other to form a sequence.

Angle: Rotates the canvas. 
Positive for clockwise, negative 
for counterclockwise.



DEFORUM
Max Frames: The maximum 
number of frames that will be 
generated for the animation. 
Each frame is essentially a new 
image, created one after the 
other to form a sequence.

Sets the X-axis pivot for 
adjusting zoom or angle. Values 
from 0 (left side) to 1 (right side) 
relate to its inside position.



DEFORUM
Max Frames: The maximum 
number of frames that will be 
generated for the animation. 
Each frame is essentially a new 
image, created one after the 
other to form a sequence.

Sets the Y-axis pivot. Works like 
its X counterpart, with 0 (top) 
and 1 (bottom) setting its inside 
position.



DEFORUM
Max Frames: The maximum 
number of frames that will be 
generated for the animation. 
Each frame is essentially a new 
image, created one after the 
other to form a sequence.

Translation X: Moves the canvas 
left or right, with positive values 
for rightward movements.



DEFORUM
Max Frames: The maximum 
number of frames that will be 
generated for the animation. 
Each frame is essentially a new 
image, created one after the 
other to form a sequence.

Translation Y: Moves the canvas 
up or down, with positive values 
for upward movements.



DEFORUM
Prompt Scheduling: A system to 
change prompts at specific times 
during an animation, allowing 
for dynamic evolution of the 
image over frames.



PROMPT TIPS
for DEFORUM



PROMPT TIPS
Do: Describe the key elements you want clearly 
(e.g., "A majestic cyberpunk city at night, glowing 
neon signs, rain reflecting on the streets, ultra-
detailed, cinematic lighting”). 

Avoid: Overloading with unnecessary words (e.g., 
"A beautiful cool amazing cyberpunk night city 
with awesome neon lights and a wet street that 
shines with reflections"). 

Example: 

✅ “A futuristic samurai warrior standing on a 
skyscraper rooftop, glowing katana, neon skyline, 
cyberpunk aesthetics, ultra-detailed, cinematic lighting, 
concept art” 

❌ “A samurai with a sword in a cool futuristic setting, 
really detailed and good-looking”

Be Specific, But Leave Room for AI Creativity



PROMPT TIPS
Enhance prompts by including powerful adjectives 
that define the style, mood, and texture. 

Try using words like: cinematic, hyper-realistic, 
dreamy, chaotic, foggy, mystical, photorealistic, 
abstract, glitchy.

Example: 

✅ “A majestic dragon emerging from a mystical fog, 
glowing eyes, ethereal lighting, fantasy concept art, 8K 
ultra-detailed, cinematic composition” 

❌ “A dragon in the mist, very cool and detailed”

Use Strong Descriptive Adjectives



PROMPT TIPS
Mention specific styles to guide Deforum’s 
interpretation, such as: 

Photography Styles: DSLR, HDR, depth of field, 
cinematic shot. 

Art Styles: Watercolor, Oil Painting, Ukiyo-e, 
Digital Painting. 

Media Styles: 3D Render, Cyberpunk, Sci-fi, 
Surrealism. 

Example: 

✅ “A cozy medieval village at sunset, warm lighting, 
painted in Studio Ghibli style, soft brush strokes, 
animated movie aesthetic” 

❌ “A medieval village, sunset, looks cool like a movie”

Style Matters: Define the Artistic Style



PROMPT TIPS
AI responds well to emotions and moods like:  

dreamy,  
dystopian,  
eerie,  
tranquil,  
futuristic,  
mysterious,  
neon-lit.

Example: 

✅ “A lone astronaut walking through a hauntingly 
empty city, abandoned neon signs flickering, eerie 
atmosphere, cyberpunk noir, moody lighting, cinematic 
frame” 

❌ “An astronaut in a city at night, kind of lonely”

Add a Clear Mood or Atmosphere 



PROMPT TIPS
If you don’t want something in your animation, 
use negative prompts. 

Helps to remove distortions, bad anatomy, 
unwanted objects. 

Example: 

✅ Prompt: “A cyberpunk android, glowing eyes, ultra-
detailed, cinematic lighting, futuristic aesthetic” 

✅ Negative Prompt “blurry, distorted, extra limbs, bad 
anatomy, low quality, text, watermark”

Utilize "Negative Prompts" to Avoid Unwanted Elements 



PROMPT TIPS
Deforum allows evolving prompts over time!  
Try smooth transitions: 

Example: 

{
“0”: “A lone samurai standing on a mountain, sunrise, 
cinematic lighting”, 

“30”: “The samurai transforms into a futuristic warrior, 
glowing armor, cyberpunk skyline”, 

“60”: “The city collapses into a neon dream, abstract 
and surreal, dreamlike animation” 
}

Experiment with Prompt Scheduling



PROMPT TIPS
If you want a specific angle or framing, use keywords 
like: 

Wide-angle shot, close-up, over-the-shoulder, first-
person view, cinematic framing 

Depth of field, hyper-detailed foreground, soft 
bokeh background 

Example: 

✅  “A lone wanderer in a cyberpunk desert, dramatic 
lighting, cinematic wide-angle shot, hyper-detailed 
foreground, neon-lit background, Blade Runner 
aesthetic”

Use Perspective & Composition Keywords for Dynamic Shots



PROMPT TIPS
• Style names can help guide AI interpretations  

(if supported). 

• Examples: HR Giger, Greg Rutkowski, Simon 
Stålenhag, Studio Ghibli, Moebius, Pixar Style, 
Renaissance Painting. 

Example: 

✅  “A dark gothic castle on a stormy hill, lightning 
striking, painted in the style of H.R. Giger, ultra-
detailed, eerie and atmospheric”

Use Popular Artists for Reference (If Allowed)



DEFORUM
Prompt Schedules: A system to 
change prompts at specific times 
during an animation, allowing 
for dynamic evolution of the 
image over frames.

Use Init: Gives you the 
possibility to upload an image as 
starting frame for your video.



DEFORUM
Prompt Schedules: A system to 
change prompts at specific times 
during an animation, allowing 
for dynamic evolution of the 
image over frames.

Strength: Adjust to balance 
between preserving the initial 
image or allowing more creative 
changes in the animation.  

High Strength (close to 1):  

The animation stays close to the 
reference image with minimal 
changes over time.  

Low Strength (close to 0):  

The animation evolves more 
based on the text prompt and 
animation settings, moving away 
from the reference image.



DEFORUM
FPS: defines how many frames 
are shown per second in an 
animation, affecting its 
smoothness and rendering time. 

Higher FPS = smoother, more 
detailed motion.  

Lower FPS = quicker render, 
but less smooth.



HANDS-ON !



Exercise 01
Text to Video: Craft your narrative by 
scheduling prompts, keeping the 
parameters unchanged. Click 'Generate' 
and wait to see the results.

Get familiar with the tool 



Exercise 02
Text to Video: Craft your narrative by 
scheduling prompts, experiment with 
motion settings, adjust the cadence, and 
explore different effects.

Master your story 



Exercise 03
Image to Video: Upload an image and 
customize your prompt scheduling to create 
your story. Experiment with motion settings, 
cadence, and other effects to enhance your 
animation.

Be the director 



Exercise 04
Challenge!

Generate a scene inspired 
by a dream you’ve had.


